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On the distribution of Frobenius numbers
with three arguments

A. V. Ustinov

Abstract. We prove the existence of the limit density distribution for
normalized Frobenius numbers with three arguments. The density is found
explicitly.
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Let A be a proposition. Then [A] = 1 if A is true and [A] = 0 otherwise.
For a positive integer q we denote by δq(a) the characteristic function of divisi-

bility by q :

δq(a) = [a ≡ 0 (mod p)] =

{
1 if a ≡ 0 (mod q),
0 if a 6≡ 0 (mod q).

The symbol ∗ in sums of the form
∑∗n

m=1 . . . means that the summation is carried
out over the reduced system of residues.

The sum of powers of the divisors of a positive integer q is given by the formula

σα(q) =
∑
d|q

dα.

1. Introduction

The Frobenius number g(a1, . . . , an) of jointly coprime positive integers a1, . . . , an

is the largest positive integer m which is not representable in the form

x1a1 + · · ·+ xnan = m, (1)

where x1, . . . , xn are non-negative integers. In the majority of problems related
to Frobenius numbers, it is more convenient to consider the function

f(a1, . . . , an) = g(a1, . . . , an) + a1 + · · ·+ an,

which gives the largest positive integer m which is not representable in the form (1)
with positive integer coefficients x1, . . . , xn.
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For n = 2 there is a known formula attributed to Sylvester (see [1]; see also [2] for
a discussion of the history of the problem), namely, f(a, b) = ab. When n=3, the
problem of finding f(a, b, c) reduces to the consideration of the case in which
the arguments are pairwise coprime, and when

(a, b) = (a, c) = (b, c) = 1, b ≡ lc (mod a), 1 6 l 6 a,

the value of f(a, b, c) can be expressed using the terms of the continued fraction
for the number l/a (see the results in [3] and [4] and also the formulae (5) and (6)
below). When n > 4, there are no known formulae for f(a1, . . . , an). It has been
proved that for a fixed n one can evaluate the Frobenius number in polynomial
time (see [5]), while for an arbitrary n, finding f(a1, . . . , an) becomes an NP-hard
problem (see [6]).

Problems concerning the behaviour of Frobenius numbers in the mean have been
posed by Davison and Arnold (see [7], and [8], Problems 1999-8, 2003-5). A natural
assumption (which was later confirmed in [10]; see also [11]) was used in [9] to prove
the existence of the limit distribution as N → ∞ for the quantity f(a, b, c)N−3/2

with 1 6 a, b, c 6 N . For an arbitrary n > 4, it was also proved in [9] that (under
an additional technical assumption) for any ε > 0 there is a D = D(ε) such that

PN,α

{
f(a1, . . . , an)N−1− 1

n+1 6 D
}

> 1− ε,

where PN,α stands for the probability corresponding to the uniform distribution
on the set{

(a1, . . . , an) : αN < a1, . . . , an 6 N, (a1, . . . , an) = 1
}
, 0 < α < 1.

A more precise result was obtained in [12] (see also [13]) by methods of the geometry
of numbers, namely,

PN,0

{
f(a1, . . . , an)N−1− 1

n+1 > t
}
� t−2.

It was also proved there that the numbers f(a1, . . . , an) behave in the mean as
N1+ 1

n+1 , although the ratio f(a1, . . . , an)/N1+ 1
n+1 can be unboundedly large.

The existence of a limit distribution function for the normalized Frobenius num-
bers f(a1,...,an)

(a1···an)1/(n−1) was proved for any n> 3 in [14] using methods of ergodic theory.
Arnold’s problem on the existence of weak asymptotic behaviour for the numbers

f(a, b, c) was solved in [15]. It was proved that, in the mean over the set

Ma(x1, x2) =
{
(a, b, c) : 1 6 b 6 x1a, 1 6 c 6 x2a, (a, b, c) = 1

}
for any x1, x2 > 0, the Frobenius numbers behave as 8

π

√
abc :

1
|Ma(x1, x2)|

∑
(a,b,c)∈Ma(x1,x2)

f(a, b, c)

=
1

|Ma(x1, x2)|
∑

(a,b,c)∈Ma(x1,x2)

8
π

√
abc+Ox1,x2,ε(a4/3+ε). (2)
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As a consequence, Davison’s conjectures [7] were proved in a stronger form, namely,

1
|Ma(1, 1)|

∑
(a,b,c)∈Ma(1,1)

f(a, b, c)√
abc

=
8
π

+Oε(a−1/12+ε). (3)

It turns out that the limit density for the distribution of normalized Frobenius
numbers f(a,b,c)√

abc
with three arguments can be found explicitly. As in [15], this

density is obtained by averaging the three arguments over two of them, and one
obtains an explicit polynomial reduction in the remainder term.

Theorem. Let a be a positive integer and let x1 , x2 , ε be positive real numbers.
Then

1
|Ma(x1, x2)|

∑
(a,b,c)∈Ma(x1,x2)

[
f(a, b, c) 6 τ

√
abc

]
=

∫ τ

0

p(t) dt+Oε(R(a;x1, x2; τ)aε),

where
R(a;x1, x2; τ) �x1,x2,τ a

−1/6,

and the density p(t) is given by the equations

p(t) =



0 if t ∈ [0,
√

3],
12
π

(
t√
3
−
√

4− t2
)

if t ∈ [
√

3, 2],

12
π2

(
t
√

3 arccos
t+ 3

√
t2 − 4

4
√
t2 − 3

+
3
2
√
t2 − 4 log

t2 − 4
t2 − 3

)
if t ∈ [2,+∞).

One can prove the equation ∫ ∞

0

tp(t) dt =
8
π

for the function p(t), and this agrees with the formulae (2) and (3). It follows from
this theorem that the Frobenius numbers f(a, b, c) are of the order of

√
abc for

almost all number triples (a, b, c) ∈ Ma(1, 1). Using properties of the density, we
can describe the cardinality of the exceptional set:

1
|Ma(1, 1)|

∑
(a,b,c)∈Ma(1,1)

[
f(a, b, c) > τ

√
abc

]
=

9
π2τ2

+O

(
1
τ4

)
for a > τ34+ε.

The proof of the theorem (as well as that of the result of [15]) uses Rödseth’s
formula for the Frobenius numbers. This formula contains the most natural inter-
pretation in terms of lattices in the geometric theory of continued fractions (§ 2).
The largest remainder terms arising in the proof are evaluated using van der
Corput’s approach and estimates for Kloosterman sums (§ 3). The problem of
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the distribution of the normalized Frobenius numbers is first reduced to that of the
distribution of the values of the Rödseth function. This involves an averaging over
lattices formed by solutions of linear congruences (§ 4). After auxiliary transfor-
mations using the symmetry of the Rödseth function (§ 5), the sum over lattices
is replaced by a corresponding integral (§ 6). The triple integral expressing the
distribution function is differentiated with respect to a parameter, and this leads
to the representation of the desired density in the form of a double integral (§ 7).
This integral is then evaluated explicitly (§ 8).

The author is grateful to the referee for pointing out deficiencies in the original
version of this paper and to O. Rödseth for suggesting apposite references.

2. The Rödseth function

Let l be a fixed integer, 1 6 l 6 a, (l, a) = 1, and let l be a solution of the
congruence ll ≡ 1 (mod a), where 1 6 l 6 a. In accordance with [3], we consider
the continued fraction expansion of a/l with minus signs,

a

l
= a1 −

1
a2− . . . − 1

am

, a1, . . . , am > 2,

of length m = m(a/l). We introduce the sequences {sj}, {qj}, −1 6 j 6 m, by
the conditions

sm = 0, sm−1 = 1, q−1 = 0, q0 = 1,

sj−1 = aj+1sj − sj+1, qj+1 = aj+1qj − qj−1, 0 6 j 6 m− 1.
(4)

One can readily prove the following properties of the numbers {sj} and {qj}
(see [3] and [15]).

1◦) s−1 = qm = a, s0 = l, qm−1 = l.
2◦) The sequence {sj} is monotone decreasing, the sequence {qj} is monotone

increasing, and the following inequalities hold:

0 =
sm

qm
<
sm−1

qm−1
< · · · < s0

q0
<
s−1

q−1
= ∞.

3◦) For any n, 0 6 n 6 m, the vectors en = (qn, sn) and en−1 = (qn−1, sn−1)
form a basis of the lattice

Λl =
{
(x, y) ∈ Z2 : xl ≡ y (mod a)

}
,

and here
∣∣ qn sn

qn−1 sn−1

∣∣ = det Λl = a.
4◦) The points (qn, sn), −1 6 n 6 m, are the vertices of the convex hull of the

non-zero points of the lattice Λl that belong to the first coordinate quadrant.
5◦) The quadruples (qn, sn−1, qn−1, sn) with 1 6 l < a, (l, a) = 1, and 0 6 n 6

m(l/a) are in one-to-one correspondence with the solutions (u1, u2, v1, v2) of the
equation u1u2− v1v2 = a for which 0 6 v1 < u1 6 a, (u1, v1) = 1, 0 6 v2 < u2 6 a,
and (u2, v2) = 1.

6◦) The inequalities sn−1−sn 6 a/qn and qn−qn−1 6 a/sn−1 hold for 0 6 n 6 m.
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We introduce the Rödseth function ρl,a(t1, t2), which is defined for non-negative
reals t1, t2 such that

sn

qn
6
t2
t1
<
sn−1

qn−1
,

by the equation

ρl,a(t1, t2) = t1sn−1 + t2qn −min {t1sn, t2qn−1} . (5)

Then it was proved in [3] that for (b, a) = 1 and c ≡ bl (mod a), the Frobenius
number can be evaluated using the formula

f(a, b, c) = ρl,a(b, c). (6)

Remark 1. The function ρl,a(t1, t2) is continuous and the equation (5) holds when

sn

qn
6
t2
t1

6
sn−1

qn−1
.

3. An application of estimates for Kloosterman sums

Let q be a positive integer, a an integer, and f a non-negative function. Let T [f ]
denote the number of solutions of the congruence xy ≡ a (mod q) belonging to the
domain P1 < x 6 P2, 0 < y 6 f(x) :

T [f ] =
∑

P1<x6P2

∑
0<y6f(x)

δq(xy − a).

It was proved in [16] that the evaluation of T [f ] reduces to finding the sum

S[f ] =
1
q

∑
P1<x6P2

µq,a(x)f(x),

where µq,a(x) stands for the number of solutions of the congruence xy ≡ a (mod q)
when the variable y belongs to the interval [1, q].

We now give a simplified version of the result in [17] which refines the corre-
sponding theorem in [16]. This result uses bounds for the Kloosterman sums

Kq(l,m, n) =
q∑

x,y=1

δq(xy − l) exp
{

2πi
mx+ ny

q

}
and van der Corput’s approach to estimating trigonometric sums. The proof uses
the inequality

|Kq(l,m, n)| 6 σ0(q)σ0((l,m, n, q))(lm, ln,mn, q)1/2q1/2,

which generalizes Estermann’s result [18],

|Kq(±1,m, n)| 6 σ0(q)(m,n, q)1/2q1/2.
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Lemma 1. Let P1 and P2 be real numbers such that P = P2 − P1 > 2, let f(x) be
a real non-negative function twice continuously differentiable on the entire interval
[P1, P2], and suppose that

1
A

6 |f ′′(x)| 6 w

A

for some A > 0 and w > 1. Then the following asymptotic formula holds:

T [f ] = S[f ]− P

2
δq(a) +R[f ],

where
R[f ] �w,ε (PA−1/3 +A1/2D + q1/2)P ε, D = (a, q).

Remark 2. It follows from the trivial formula
Y∑

y=1

δq(xy − a) =
Y

q
µq,a(x) +O(1)

that, in the notation of Lemma 1,

T [f ] = S[f ] +O(P ).

Lemma 2 ([15], Lemma 5). Let P1 and P2 be real numbers such that P =
P2 − P1 > 0 and suppose that a real non-negative function f(x) is constant on
the interval [P1, P2]. Then

T [f ] = S[f ] +O

((
q1/2 +

(
P

q
+ 1

)
D

)
qε

)
,

where D = (a, q).

In turn, the sum S[f ] is also regular, and finding it can be reduced to the
evaluation of an integral.

Lemma 3 ([15], Lemma 6). Let f be a function decreasing on the interval [P1, P2]
and let f(P1)− f(P2) = Q. Then, in the notation of Lemma 1,

S[f ] = ψ(a, q)
∫ P2

P1

f(x) dx+O(DQq−1+ε),

where
ψ(a, q) =

Kq(a, 0, 0)
q2

=
1
q

∑
k|(a,q)

∑
δ|q/k

µ(δ)
δ

� q−1+ε. (7)

Lemma 4 ([15], Lemma 7). Let τ > 0, let a function I(r)/r ∈ C([0, τ ]) have
finitely many intervals of monotonicity, let |I(r)/r| 6 B for any r ∈ [0, τ ], let
ψ(a, q) be as defined in (7), and let 1 6 Uτ 6 a. Then∑

q6τU

ψ(a, q)I
(
q

U

)
=
σ−1(a)
ζ(2)

∫ τ

0

I(r)
r

dr +O(BU−1aε).
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4. Reduction to an integral involving the Rödseth function

Lemma 5 ([15], Remark 2). Let Ω be a plane simply connected domain with rec-
tifiable boundary, let V be the area of Ω, and let P be the perimeter of Ω. If Λ is
a sublattice of Z2 of index d and N(Λ) is the number of points of Λ belonging to Ω,
then ∣∣∣∣N(Λ)− V

d

∣∣∣∣ 6 4(P + 1).

Lemma 6. Let 1 6 l < a, (l, a) = 1, let δ1 and δ2 be positive integers, let
x1 and x2 be positive real numbers, and let {sj} and {qj} be the sequences given
by the equations (4). We introduce an integer r = r(l, a;x1, x2) by the inequalities

sr

qr
6
x2

x1
<
sr−1

qr−1
.

Then the sum

Sl,a(δ1, δ2;x1, x2; τ) =
∑

b6x1a
δ1|b

∑
c6x2a
δ2|c

δa(bl − c)
[
ρl,a(b, c) 6 τ

√
abc

]

satisfies the asymptotic formula

Sl,a(δ1, δ2;x1, x2; τ)

= a
(a, δ1, δ2)
δ1δ2

∫ x1

0

∫ x2

0

[
ρl,a(t1, t2) 6 τ

√
at1t2

]
dt1 dt2 +O(Rl,a(x1, x2)),

where

Rl,a(x1, x2) = x1a

(
1
s0

+ · · ·+ 1
sr−1

)
+ x2a

(
1
qr

+ · · ·+ 1
qm−1

)
.

Proof. Consider the lattice

Λl(δ1, δ2) =
{
(x, y) ∈ Λl : δ1|x, δ2|y

}
.

An arbitrary point (x, y) of Λl is of the form (x, y) = ue−1 + ve0, where u and v
are integers, e−1 = (0, a), and e0 = (1, l) (see the property 3◦)). A point of this
kind belongs to Λl(δ1, δ2) if and only if the following congruences hold:

v ≡ 0 (mod δ1), au+ lv ≡ 0 (mod δ2).

Hence, Λl(δ1, δ2) is a sublattice of index δ1δ2/(a, δ1, δ2) in Λl.
Consider the sum

Sn = Sl,a,n(δ1, δ2;x1, x2)

=
∑

b6x1a
δ1|b

∑
c6x2a
δ2|c

[
(b, c) ∈ Λl(δ1, δ2),

sn

qn
6
c

b
<
sn−1

qn−1
, ρl,a(b, c) 6 τ

√
abc

]
.



1030 A. V. Ustinov

By the property 3◦) of the sequences {sj} and {qj}, all solutions of the congruence
bl ≡ c (mod a) for which sn/qn 6 c/b < sn−1/qn−1 are of the form

b(u, v) = uqn + vqn−1, c(u, v) = usn + vsn−1

with integers u > 0 and v > 0. Therefore,

Sn =
∑
u>0

∑
v>0

[
b(u, v) 6 x1a, δ1|b(u, v), c(u, v) 6 x2a, δ2|c(u, v)

]
hl,a,n(u, v),

where

hl,a,n(u, v) =
[
ρl,a(uqn + vqn−1, usn + vsn−1) 6 τ

√
a(uqn + vqn−1)(usn + vsn−1)

]
.

For n > r, the only substance in the two conditions b 6 x1a and c 6 x2a is
in the first. Thus,

Sn =
∑
u>0

∑
v>0

[
uqn + vqn−1 6 x1a, δ1|uqn + vqn−1, δ2|usn + vsn−1

]
hl,a,n(u, v).

The variables u and v take their values in the triangular domain u> 0, v> 0,
uqn + vqn−1 6 x1a, whose perimeter is O(x1a/qn−1). Moreover, as noted above,
Λl(δ1, δ2) is a sublattice of index δ1δ2/(a, δ1, δ2) in Λl. Therefore, applying Lemma 5,
we see that (in the integrands, the previous variables of summation now take real
values)

Sn =
(a, δ1, δ2)
δ1δ2

∫ a

0

∫ a

0

[uqn + vqn−1 6 x1a]hl,a,n(u, v) du dv +O

(
x1a

qn−1

)
=

(a, δ1, δ2)
aδ1δ2

∫ x1a

0

∫ x2a

0

[
sn

qn
6
c

b
<
sn−1

qn−1
, ρl,a(b, c) 6 τ

√
abc

]
db dc+O

(
x1a

qn−1

)
= a

(a, δ1, δ2)
δ1δ2

∫ x1

0

∫ x2

0

[
sn

qn
6
t2
t1
<
sn−1

qn−1
, ρl,a(t1, t2) 6 τ

√
at1t2

]
dt1 dt2

+O

(
x1a

qn−1

)
. (8)

Similarly, only the second of the two conditions b 6 x1a and c 6 x2a is kept
for n < r, and this leads to the equation

Sn = a2 (a, δ1, δ2)
δ1δ2

∫ x1

0

∫ x2

0

[
sn

qn
6
t2
t1
<
sn−1

qn−1
, ρl,a(t1, t2) 6 τ

√
at1t2

]
dt1 dt2

+O

(
x1a

sn

)
. (9)

If n = r, then the line c/b = x2/x1 on the plane Obc divides the angle sn/qn 6
c/b < sn−1/qn−1 into two parts. In the first (sn/qn 6 c/b < x2/x1), one must
consider the condition b 6 x1a and in the second (x2/x1 6 c/b < sn−1/qn−1), the
condition c 6 x2a. Therefore,

Sn =
∑
u>0

∑
v>0

[
b(u, v) 6 x1a, x2b(u, v) > x1c(u, v), δ1 | b(u, v), δ2 | c(u, v)

]
hl,a,r(u, v)

+
∑
u>0

∑
v>0

[
c(u, v) 6 x2a, x2b(u, v) 6 x1c(u, v), δ1 | b(u, v), δ2 | c(u, v)

]
hl,a,r(u, v).
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The variables u and v take their values in the quadrangular domain u > 0, v > 0,
uqr + vqr−1 6 x1a, usr + vsr−1 6 x2a, whose perimeter is estimated as (see the
property 6◦))

O

(
x1a

qr
+

x2a

sr−1
+ x1(sr−1 − sr) + x2(qr − qr−1)

)
= O

(
x1a

qr
+

x2a

sr−1

)
.

Again applying Lemma 5, we arrive at the equation

Sr = a
(a, δ1, δ2)
δ1δ2

∫ x1

0

∫ x2

0

[
sr

qr
6
t2
t1
<
sr−1

qr−1
, ρl,a(t1, t2) 6 τ

√
at1t2

]
dt1 dt2

+O

(
x1a

qr
+

x2a

sr−1

)
. (10)

Adding the equations (8)–(10), we obtain the desired asymptotic formula for the
sum,

Sl,a(δ1, δ2;x1, x2; τ) =
m∑

n=0

Sn.

This completes the proof of the lemma.

Lemma 7. Under the hypotheses of Lemma 6, for any ε > 0 the sum Ra(x1, x2) =∑∗a

l=1Rl,a(x1, x2) satisfies the bound

Ra(x1, x2) � (x1 + x2)a1/2+ε.

Proof. Using the symmetry of the sum Ra(x1, x2) (it is preserved under the changes
x1 ↔ x2, sj ↔ qm−j−1) and the property 5◦) of the sequences {sj} and {qj},
we have the bound

Ra(x1, x2) �
a∑

u1=1

u1−1∑
v1=0

a∑
u2=1

u2−1∑
v2=0

[
u1u2 − v1v2 = a,

v2
u1

6
x2

x1

]
x1

u1
.

We introduce the new variables x = u2, y = u1−v1, z = u1, w = u2−v2. Then

Ra(x1, x2) �
a∑

z=1

x1

z

∑
w>0

∑
x6x2z/x1

∑
y6z

[zw + xy = a]

�
a∑

z=1

x1

z

∑
x6x2z/x1

∑
y6z

[xy 6 a]δz(xy − a).

For any z one can partition the domain where the variables x and y take their
values into parts (x 6

√
a and x >

√
a) in such a way that the size of each of them

with respect to one of the coordinates does not exceed
√
a . Applying Remark 2

and Lemmas 2 and 3 to each of these parts, we obtain the desired bound:

Ra(x1, x2) =
∑

z6
√

x1a/x2

x1

z

(
x2z

x1
+
√
a

)
aε +

∑
z>
√

x1a/x2

x1

z

(
a

z
+
√
a

)
aε

� (x1 + x2)a1/2+ε.

This completes the proof of the lemma.
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Corollary 1. Under the hypotheses of Lemma 6, the sum

Sa(δ1, δ2;x1, x2; τ) =
a∑∗

l=1

Sl,a(δ1, δ2;x1, x2; τ)

satisfies the asymptotic formula

Sa(δ1, δ2;x1, x2; τ) = a
(a, δ1, δ2)
δ1δ2

∫ x1

0

∫ x2

0

ρa(t1, t2; τ) dt1 dt2 +O((x1 + x2)a3/2+ε),

where

ρa(t1, t2; τ) =
a∑∗

l=1

[ρl,a(t1, t2) 6 τ
√
at1t2 ].

Lemma 8. Let x1 and x2 be positive real numbers. Then the sum

Fa(x1, x2; τ) =
∑

(a,b,c)∈Ma(x1,x2)

[f(a, b, c) 6 τ
√
abc ] (11)

satisfies the asymptotic formula

Fa(x1, x2; τ) =

=
∑

d1d2|a
(d1,d2)=1

a

d1d2

∑
δ1|d2a1

µ(δ1)
δ1

∑
δ2|d1a1

µ(δ2)
δ2

(a, δ1, δ2)
∫ x1d2

0

∫ x2d1

0

ρa1(t1, t2; τ) dt1 dt2

+O((x1 + x2)a3/2+ε),

where a1 = a/(d1d2).

Proof. To find the sum Fa(x1, x2; τ), we introduce the parameters d1 = (a, b) and
d2 = (a, c) and write b1 = b/d1, c1 = c/d2, and a1 = a/(d1d2). For any non-zero
summand we have (d1, d2) = 1. Therefore,

Fa(x1, x2; τ) =
∑

d1d2|a
(d1,d2)=1

∑
b6x1a

(b,a)=d1

∑
c6x2a

(c,a)=d2

[f(a, b, c) 6 τ
√
abc ]

=
∑

d1d2|a
(d1,d2)=1

∑
b16x1d2a1
(b1,d2a1)=1

∑
c16x2d1a1
(c1,d1a1)=1

[
f(d1d2a1, d1b1, d2c1) 6 τd1d2

√
a1b1c1

]
.

Applying Johnson’s identity (see [19])

f(a, b, c) = df

(
a

d
,
b

d
, c

)
,

we see that

Fa(x1, x2; τ) =
∑

d1d2|a
(d1,d2)=1

∑
b16x1d2a1
(b1,d2a1)=1

∑
c16x2d1a1
(c1,d1a1)=1

[f(a1, b1, c1) 6 τ
√
a1b1c1 ].
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One can now express the Frobenius number in terms of the Rödseth function using
the formula (6). Thus,

Fa(x1, x2; τ) =
∑

d1d2|a
(d1,d2)=1

a1∑∗

l=1

∑
b16x1d2a1
(b1,d2a1)=1

∑
c16x2d1a1
(c1,d1a1)=1

δa1(b1l − c1)

×
[
ρl,a1(b1, c1) 6 τ

√
a1b1c1

]
=

∑
d1d2|a

(d1,d2)=1

∑
δ1|d2a1

µ(δ1)
∑

δ2|d1a1

µ(δ2)
a1∑∗

l=1

∑
b16x1d2a1

δ1|b1

∑
c16x2d1a1

δ2|c1

δa1(b1l − c1)

×
[
ρl,a1(b1, c1) 6 τ

√
a1b1c1

]
=

∑
d1d2|a

(d1,d2)=1

∑
δ1|d2a1

µ(δ1)
∑

δ2|d1a1

µ(δ2)Sa1(δ1, δ2;x1d2, x2d1; τ).

Substituting the result of Corollary 1 into the last formula, we arrive at the state-
ment of the lemma.

Remark 3. The same arguments applied to the sum

Ga(x1, x2; τ) =
∑

(a,b,c)∈Ma(x1,x2)

g(τ)

with g(τ) ∈ [0, 1] lead to the formula

Ga(x1, x2; τ) =
∑

d1d2|a
(d1,d2)=1

a

d1d2
ϕ

(
a

d1d2

) ∑
δ1|d2a1

µ(δ1)
δ1

∑
δ2|d1a1

µ(δ2)
δ2

(a, δ1, δ2)

×
∫ x1d2

0

∫ x2d1

0

g(τ) dt1 dt2 +O((x1 + x2)a3/2+ε).

Remark 4. Since the function ρl,a(t1, t2) is homogeneous, it follows that

ρl,a(t1, t2) = t1ρl,a

(
t2
t1

)
,

where
ρl,a(ξ) = sn−1 + ξqn −min{sn, ξqn−1}

for sn/qn 6 ξ < sn−1/qn−1. Therefore, knowing the density ρa,

ρa(ξ; τ) =
a∑∗

l=1

[
ρl,a(ξ) 6 τ

√
aξ

]
, (12)

one can readily find the desired function

ρa(t1, t2; τ) = ρa(t2/t1; τ). (13)
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5. Auxiliary transformations

By the property 5◦) of the sequences {sj} and {qj},

ρa(ξ; τ) =
a∑

u1=1

u1−1∑∗

v1=0

a∑
u2=1

u2−1∑∗

v2=0

[
u1u2 − v1v2 = a,

v2
u1

6 ξ <
u2

v1
,

u2 + ξu1 −min{v2, ξv1} 6 τ
√
aξ

]
.

Considering the cases v2 > ξv1 and v2 6 ξv1 separately, we can write the desired
density in the form

ρa(ξ; τ) = λ∗(a; ξ; τ) + η∗(a; ξ; τ),

where

λ∗(a; ξ; τ) =
a∑

u1=1

u1−1∑∗

v1=0

a∑
u2=1

u2−1∑∗

v2=0

[
u1u2 − v1v2 = a,

v2
u1

6 ξ <
v2
v1
,

u2 + ξ(u1 − v1) 6 τ
√
aξ

]
,

η∗(a; ξ; τ) =
a∑

u1=1

u1−1∑∗

v1=0

a∑
u2=1

u2−1∑∗

v2=0

[
u1u2 − v1v2 = a,

v2
v1

6 ξ <
u2

v1
,

u2 − v2 + ξu1 6 τ
√
aξ

]
.

In view of Remark 1, the change of variables u1 ↔ u2 and v1 ↔ v2 leads to the
equation η∗(a; ξ; τ) = λ∗(a; 1/ξ; τ). Therefore,

ρa(ξ; τ) = λ∗(a; ξ; τ) + λ∗(a; 1/ξ; τ). (14)

To evaluate the function λ∗(a; ξ; τ), we rewrite the equation u1u2 − v1v2 = a
in the form

u1(u2 − v2) + v2(u1 − v1) = a

and introduce the variables x = u1, y = u2 − v2, z = u1 − v1, w = v2. Similarly,
the sum λ∗(a; ξ; τ) can be written in the form

λ∗(a; ξ; τ) =
a∑

x=1

x∑∗

z=1

a∑
y=1

a−1∑∗

w=0

[
xy+wz = a,

w

x
6 ξ <

w

x− z
, y+w+ξz 6 τ

√
aξ

]
.

Getting rid of the coprimeness conditions, we obtain

λ∗(a; ξ; τ) =
∑

d1d2|a

µ(d1)µ(d2)λ
(

a

d1d2
;
d1ξ

d2
; τ

)
, (15)

where

λ(a; ξ; τ) =
∑
x>1

x∑
z=1

∑
y>1

∑
w>0

[
xy + wz = a,

w

x
6 ξ <

w

x− z
, y + w + ξz 6 τ

√
aξ

]
.

(16)
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6. An integral representation for the distribution function

Lemma 9. The sum λ(a; ξ; τ) defined by the equation (16) satisfies the asymptotic
formula

λ(a; ξ; τ) =
aσ−1(a)
ζ(2)

Φ(τ) +Oε(R0(a, ξ, τ)),

where

Φ(τ) =
∫ τ

0

I(r, τ)
r

dr,

I(r, τ) =
∫ ∞

r

∫ ∞

r

[
1 6 αβ 6 1 + r2, α+ β − τ 6

αβ − 1
r

]
dα dβ, (17)

R0(a, ξ, τ) =
(
a5/6τ5/3ξ1/2 + a3/4τ3/2(ξ3/4 + ξ1/2) + a1/2τ(ξ1/2 + ξ−1/2)

)
aε.

Proof. We note that for known values of w, x, and y such that xy ≡ a (mod w),
the value of z can be found uniquely from the formula

z =
a− xy

w
.

Therefore, in view of the condition z 6 x, we can represent the sum λ(a; ξ; τ) in
the form

λ(a; ξ; τ) =
∑

w6τ
√

aξ

∑
x>w/ξ

∑
y>1

δw(xy − a)
[
max{y0(x), y1(x)} 6 y < y2(x)

]
=

∑
w6τ

√
aξ

∑
y>1

∑
x>w/ξ

δw(xy − a)
[
max{x0(y), x1(y)} 6 x < x2(y)

]
=

∑
w6τ

√
aξ

∑
(x,y)∈Ω

δw(xy − a),

where

y0(x) =
a+ w2

ξ − wτ
√

a
ξ

x− w
ξ

, y1(x) =
a

x
− w, y2(x) =

a

x
− w +

w2

ξx
,

x0(y) =
a+ w2

ξ − wτ
√

a
ξ

y
+
w

ξ
, x1(y) =

a

w + y
, x2(y) =

1
w + y

(
a+

w2

ξ

)
,

and the domain Ω = Ω(a, ξ, τ) is given by the inequalities

x >
w

ξ
, max{y0(x), y1(x)} 6 y < y2(x),

or by the equivalent conditions

x >
w

ξ
, max{x0(y), x1(y)} 6 x < x2(y).

For the sum λ(a; ξ; τ) not to be identically zero, the domain y0(x) 6 y < y2(x)
must be non-empty. The equation y1(x) = y2(x) reduces to a quadratic equation
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with discriminant −3r2 + 2rτ + τ2 − 4, where r = w/
√
aξ. The discriminant can

take non-negative values only for τ >
√

3. Thus, the domain is empty for τ <
√

3,
and the function λ(a; ξ; τ) (as well as I(r, τ)) is identically equal to zero. Therefore,
in what follows, we everywhere assume that the inequality τ >

√
3 (corresponding

to the Rödseth bound f(a, b, c) >
√

3abc [20]) is satisfied.
We introduce the parameters

U0 =

√
a+

w2

ξ
− wτ

√
a

ξ
6
√
a, U1 =

√
a, U2 =

√
a+

w2

ξ

and decompose the domain Ω into parts by the horizontal lines

y = U0, y = U1 − w, y = U2 − w

and the vertical lines

x = U0 +
w

ξ
, x = U1, x = U2.

For x 6 U0 + w/ξ we apply Lemma 1 to the function y0(x) by partitioning the
domain where the variable x takes its values into half-open intervals of the form
(X + w/ξ, 2X + w/ξ]. On each of them we have

y′′0 (x) �
a+ w2

ξ − wτ
√

a
ξ

(x− w
ξ )3

� U2
0

X3
=

1
A0(X)

, A0(X) 6 U0 6 U2.

For x > U0+w/ξ (y 6 U0) we apply Lemma 1 to the function x0(y) by partitioning
the domain where the variable y takes its values into half-open intervals of the
form (Y, 2Y ]. On each of these intervals we have

x′′0(y) �
a+ w2

ξ − wτ
√

a
ξ

y3
� U2

0

Y 3
=

1
A0(Y )

, A0(Y ) 6 U0 6 U2.

For the function y1(x) we apply Lemma 1 for x 6 U1, and for x ∈ (X, 2X] we have

y′′1 (x) � a

x3
� U2

1

X3
=

1
A1(X)

, A1(X) 6 U1 6 U2.

For the function x1(y) we apply Lemma 1 for y 6 U1 − w (x > U1). When
y ∈ (Y − w, 2Y − w] we have

x′′1(y) � a

(w + y)3
� U2

1

Y 3
=

1
A1(Y )

, A1(Y ) 6 U1 6 U2.

For the function y2(x) we apply Lemma 1 for x 6 U2, and for x ∈ (X, 2X] we have

y′′2 (x) �
a+ w2

ξ

x3
� U2

2

X3
=

1
A2(X)

, A2(X) 6 U2.
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For the function x2(y) we apply Lemma 1 for y 6 U2 − w (x > U2), and for
y ∈ (Y − w, 2Y − w] we have

x′′1(y) �
a+ w2

ξ

(w + y)3
� U2

2

Y 3
=

1
A2(Y )

, A2(Y ) 6 U2.

We apply Lemma 2 to the rectangular parts of the partition of Ω and Lemma 3 to
the sums S[xi(y)], S[yi(x)], i = 0, 1, 2. Using the relations

S[f − g] = S[f ]− S[g], x2(y)− x1(y) 6
w

ξ
, y2(x)− y1(x) 6

w2

ξx
6 w,

we arrive at the leading term∑
w6τ

√
aξ

ψ(a,w)
∫∫

Ω(a,ξ,τ)

dx dy

and the remainder

R0(a, ξ, τ) �
∑

w6τ
√

aξ

((
a+

w2

ξ

)1/3

+
(
a+

w2

ξ

)1/4

Dw + w1/2

+ δw(a)
(
a+

w2

ξ

)1/2

+
Dw

w

(
w

(
1 +

1
ξ

)
+

(
a+

w2

ξ

)1/2

+ w1/2

))
aε

�
(
a5/6τ5/3ξ1/2 + a3/4τ3/2(ξ1/2 + ξ3/4) + a1/2τ(ξ1/2 + ξ−1/2)

)
aε.

In the leading term we make the change of the variables x = α
√
a/ξ, y = β

√
aξ

and write r = w/
√
aξ. We then obtain

λ(a; ξ; τ) =
∑

w6τ
√

aξ

ψ(a,w)I
(

w√
aξ
, τ

)
+Oε(R0(a, ξ, τ)),

where

I(r, τ) = a

∫ ∞

r

dα

∫ ∞

0

[
max{β0(α), β1(α)} 6 β < β2(α)

]
dβ,

β0(α) =
1 + r2 − rτ

α− r
, β1(α) =

1
α
− r, β2(α) =

1 + r2

α
− r.

The change β → β − r reduces the integral I(r, τ) to the form (17). Applying
Lemma 4 and using the bound I(r, τ) � r 6 τ , we arrive at the desired formula
for the sum λ(a; ξ; τ). This completes the proof of the lemma.

Corollary 2. In the notation of Lemma 9, the function ρa(ξ; τ) given by (12)
satisfies the asymptotic formula

ρa(ξ; τ) =
2ϕ(a)
ζ(2)

Φ(τ) +Oε(R(a, ξ, τ)),

where

R(a, ξ, τ) =
(
a5/6τ5/3(ξ1/2+ξ−1/2)+a3/4τ3/2(ξ3/4+ξ−3/4)+a1/2τ(ξ1/2+ξ−1/2)

)
aε.
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Proof. Using the equation∑
d1d2|a

µ(d1)µ(d2)
a

d1d2
σ−1

(
a

d1d2

)
= ϕ(a),

we see by the formula (15) that

λ∗(a; ξ; τ) =
ϕ(a)
ζ(2)

Φ(τ) +Oε(R0(a, ξ, τ)).

Substituting this equation into (14), we arrive at the statement of the corollary.

Corollary 3. The sum F ∗
a (x1, x2; τ) defined by (11) satisfies the equation

F ∗
a (x1, x2; τ) =

2
ζ(2)

|Ma(x1, x2)|Φ(τ) +Oε(R(a;x1, x2; τ)),

where

R(a;x1, x2; τ) =
(
a11/6τ5/3x

1/2
1 x

1/2
2 (x1 + x2) + a7/4τ3/2x

1/4
1 x

1/4
2 (x3/2

1 + x
3/2
2 )

+ a3/2(x1 + x2)(x
1/2
1 x

1/2
2 τ + 1)

)
aε.

Proof. The desired formula is obtained by substituting the result of Corollary 2 into
the equation (13), then applying Lemma 8 to the result, and finally using Remark 3.

7. An integral representation for the density

To find the density p(τ), we differentiate the triple integral defining Φ(τ) with
respect to the parameter τ .

Lemma 10. The density p(τ) = 2
ζ(2)Φ

′(τ) can be represented in the form

p(τ) =
2
ζ(2)

∫ ∞

0

∫ ∞

0

[
α+ β > τ, (α+ β − τ)2 6 αβ − 1,

αβ − 1
α+ β − τ

6 min{α, β}
]

dα dβ

α+ β − τ
.

Proof. Note first that for r > τ , the inner double integral in the equation

Φ(τ) =
∫ τ

0

dr

r

∫ ∞

r

∫ ∞

r

[
1 6 αβ 6 1 + r2, α+ β − τ 6

αβ − 1
r

]
dα dβ

vanishes. We introduce a small parameter ∆ > 0 and consider the difference

Φ(τ + ∆)− Φ(τ) =
∫ ∞

0

dr

r

∫ ∞

r

∫ ∞

r

[
1 6 αβ 6 1 + r2,

α+ β − τ −∆ 6
αβ − 1
r

< α+ β − τ

]
dα dβ

= Φ1(∆, τ) + Φ2(∆, τ),
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where

Φ1(∆, τ) =
∫ ∞

0

dr

r

∫ ∞

r

∫ ∞

r

[
1 6 αβ 6 1 + r2,

α+ β − τ −∆ 6 0 < α+ β − τ,
αβ − 1
r

< α+ β − τ

]
dα dβ,

Φ2(∆, τ) =
∫ ∞

0

dr

r

∫ ∞

r

∫ ∞

r

[
1 6 αβ 6 1 + r2, α+ β − τ −∆ > 0,

αβ − 1
α+ β − τ

< r 6
αβ − 1

α+ β − τ −∆

]
dα dβ.

In the first case, one may assume that τ > 2 because otherwise the integral Φ1(∆, τ)
vanishes for ∆ < 2− τ . It follows from the conditions

α+ β = τ +O(∆), αβ = 1 +O(∆τ)

that

α =
τ ±

√
τ2 − 4
2

+O(∆), β =
τ ±

√
τ2 − 4
2

+O(∆).

Therefore, the area of the domain where α and β take their values does not exceed
O(∆2). On the other hand, for a fixed α > 1 (if α < 1, then it follows from the
inequality αβ > 1 that β > 1, and one can reason in a similar way), the variable β
takes its values in an interval whose length does not exceed

1 + r2

α
− 1
α

=
r2

α
6 r2.

Therefore, the area of the domain where the parameters α and β take their values
can also be estimated as O(r2∆). Hence,

Φ1(∆, τ) �
∫ ∆1/3

0

r2∆
r

dr +
∫ τ

∆1/3

∆2

r
dr � ∆5/3.

Therefore, Φ1(∆, τ)/∆ → 0 as ∆ → 0 and

p(τ) = lim
∆→0

Φ(τ + ∆)− Φ(τ)
∆

= lim
∆→0

Φ2(∆, τ)
∆

.

Let the integration with respect to the variable r be the innermost in the inte-
gral Φ2(∆, τ),

Φ2(∆, τ) =
∫∫

Ω(∆)

dα dβ

∫ ∞

0

[√
αβ − 1 6 r 6 min{α, β},

αβ − 1
α+ β − τ

< r 6
αβ − 1

α+ β − τ −∆

]
dr

r
.

Here and below,

Ω(∆) =
{
(α, β) : α, β > 0, αβ > 1, α+ β > τ + ∆

}
.
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The case in which the closed interval
[

αβ−1
α+β−τ ,

αβ−1
α+β−τ−∆

]
contains the point√

αβ − 1 makes a small contribution to Φ2(∆, τ). Indeed, for a fixed value t =
α+ β − τ > ∆, the variables α and β satisfy the inequalities t−∆ 6

√
αβ − 1 6 t.

Therefore, the variables take their values in intervals whose total length is O(
√

∆),
and we have the bounds∫∫

Ω(∆)

dα dβ

∫ ∞

0

[
αβ − 1
α+ β − τ

6
√
αβ − 1 6 r 6

αβ − 1
α+ β − τ −∆

]
dr

r

�
∫∫

Ω(∆)

[
αβ − 1
α+ β − τ

6
√
αβ − 1 6

αβ − 1
α+ β − τ −∆

]
dα dβ

α+ β − τ

� ∆
∫ τ

∆

√
∆
t
dt� ∆3/2−ε.

The case in which the closed interval
[

αβ−1
α+β−τ ,

αβ−1
α+β−τ−∆

]
contains the point

min{α, β} also makes a small contribution to Φ2(∆, τ). To obtain the corresponding
bounds, we note that for τ < 2 and ∆ < 2−τ it follows from the inequalities αβ > 1
and min{α, β} 6 αβ−1

α+β−τ−∆ that this contribution vanishes. When τ > 2, we may
assume by symmetry that α 6 β. Then for a fixed β we obtain∫ ∞

0

[
α+ β > τ −∆,

√
αβ − 1 6 min{α, β},

αβ − 1
α+ β − τ

6 min{α, β} 6
αβ − 1

α+ β − τ −∆

]
dα

×
∫ ∞

0

[
αβ − 1
α+ β − τ

< r 6
αβ − 1

α+ β − τ −∆

]
dr

r

�
∫ ∞

0

[
α+ β > τ −∆,

√
αβ − 1 6 min{α, β},

αβ − 1
α+ β − τ

6 min{α, β} 6
αβ − 1

α+ β − τ −∆

]
∆

α+ β − τ
dα

� −∆ log ∆.

Moreover, for α6β it follows from the inequalities αβ−1
α+β−τ 6 min{α, β}6 αβ−1

α+β−τ−∆

that β changes within the limits

β1(∆) 6 β 6 β1, β2 6 β 6 β2(∆),

where

β1,2 =
τ ∓

√
τ2 − 4
2

, β1,2(∆) =
τ + ∆∓

√
(τ + ∆)2 − 4
2

,

β1 − β1(∆) �
√

∆, β2(∆)− β2 �
√

∆.
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Therefore, in this case the contribution can also be estimated as O(∆3/2−ε). Hence,

Φ2(∆, τ) =
∫∫

Ω(∆)

[√
αβ − 1 6

αβ − 1
α+ β − τ

6 min{α, β}
]
dα dβ

×
∫ ∞

0

[
αβ − 1
α+ β − τ

6 r <
αβ − 1

α+ β − τ −∆

]
dr

r
+O(∆3/2−ε)

=
∫∫

Ω(∆)

[√
αβ − 1 6

αβ − 1
α+ β − τ

6 min{α, β}
]

×
(

∆
α+ β − τ

+O

((
∆

α+ β − τ

)2))
dα dβ +O(∆3/2−ε).

Here for a fixed t = α + β − τ > ∆, the variables α and β take their values in
intervals whose length is O(t). Therefore,∫∫

Ω(∆)

[√
αβ − 1 6

αβ − 1
α+ β − τ

6 min{α, β}
](

∆
α+ β − τ

)2

dα dβ

�
∫ τ

∆

∆2

t
dt� ∆2−ε.

Thus,

Φ2(∆, τ)
∆

=
∫∫

Ω(∆)

[√
αβ − 1 6

αβ − 1
α+ β − τ

6 min{α, β}
]

dα dβ

α+ β − τ
+O(∆1/2−ε).

Passage to the limit as ∆ → 0 completes the proof of the lemma.

8. Evaluation of the density

To find the explicit form of the density p(τ), we draw the curves involved in the
integral representation

p(τ) =
2
ζ(2)

∫ ∞

0

∫ ∞

0

[
α+ β > τ, (α+ β − τ)2 6 αβ − 1,

αβ − 1
α+ β − τ

6 min{α, β}
]

dα dβ

α+ β − τ
.

For
√

3 < τ < 2, the line α+β = τ and the ellipse (α+β− τ)2 = αβ−1 are rep-
resented in Fig. 1 by continuous arcs, and the hyperbola αβ = 1 by a dotted arc.
For τ > 2, we add to these curves the horizontal lines β = β1, β2, τ and the vertical
lines α = α1, α2, τ in Fig. 2, where

α1 = β1 =
τ −

√
τ2 − 4
2

, α2 = β2 =
τ +

√
τ2 − 4
2

.
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Lemma 11. The density p(τ) satisfies the equations

p(τ) =



0 if τ ∈ [0,
√

3],

12
π

(
τ√
3
−
√

4− τ2

)
if τ ∈ [

√
3, 2],

12
π2

(
τ
√

3 arccos
τ +3

√
τ2− 4

4
√
τ2 − 3

+
3
2
√
τ2− 4 log

τ2− 4
τ2− 3

)
if τ ∈ [2,+∞).

Proof. As noted above, the domain of integration is empty and p(τ) = 0 for τ <
√

3 .

Figure 1 Figure 2

Consider the case when
√

3 < τ < 2. If α + β > τ , then αβ−1
α+β−τ 6 min{α, β}.

Therefore, the domain where the variables take their values is given by the condition
(α+β−τ)2 6 αβ−1 (the inequality α+β > τ follows from the inequality αβ > 1).
Thus, the integration is carried out over the interior of the ellipse (α + β − τ)2 =
αβ − 1 (see Fig. 1). We introduce the variable x = α+ β − τ . Then

ζ(2)
2
p(τ) =

∫ ∞

0

∫ ∞

0

[
(α+ β − τ)2 6 αβ − 1

] dα dβ

α+ β − τ

=
∫ ∞

0

dx

x

∫ ∞

0

[
x2 + 1 6 α(x+ τ − α)

]
dα

=
∫ ∞

0

[
(x+ τ)2 − 4(x2 + 1) > 0

]√
(x+ τ)2 − 4(x2 + 1)

x
dx

=
∫ x2

x1

√
(x+ τ)2 − 4(x2 + 1)

x
dx,

where

x1,2 =
τ ∓

√
4τ2 − 12
3

.



On the distribution of Frobenius numbers with three arguments 1043

The change of variable y = x− τ
3 leads to the integral (b = τ

3 , a2 = 4τ2−12
9 )∫ √

a2 − y2

y + b
dy =

√
a2 − y2 + b arctan

y√
a2 − y2

−
√
b2 − a2 arctan

a2 + by
√
b2 − a2

√
a2 − y2

,

for which ∫ a

−a

√
a2 − y2

y + b
dy = π(b−

√
b2 − a2).

Hence,

p(τ) =
2π
ζ(2)

(
τ√
3
−

√
4− τ2

)
=

12
π

(
τ√
3
−

√
4− τ2

)
.

Now consider the case when τ > 2. As above, the inequality (α+β−τ)2 6 αβ−1
defines the interior of an ellipse. The condition αβ−1

α+β−τ 6 min{α, β} is equivalent to
the condition α ∈ [0, α1]∪ [α2,∞), β ∈ [0, β1]∪ [β2,∞). Therefore, the density p(τ)
can be represented in the form

p(τ) =
2
ζ(2)

(J1 + 2J2),

where J1 stands for the integral over the domain bounded by the segments AC
and BC and an arc of the ellipse AB, and J2 for the integral over the segment of
the ellipse cut out by the line segment DE (see Fig. 2).

The integral J1 can also be found by the change of variable x = α+ β − τ :

J1 =
∫ α2

√
τ2−4

x−
√
τ2 − 4
x

dx+
∫ τ+2

√
τ2−3

3

α2

√
(x+ τ)2 − 4(x2 + 1)

x
dx.

Applying the formula∫ √
(x+ τ)2 − 4(x2 + 1)

x
dx =

√
(x+ τ)2 − 4(x2 + 1)− τ√

3
arcsin

τ − 3x
2
√
τ2 − 3

−
√
τ2 − 4 log

2(τ2 − 4) + 2xτ + 2
√
τ2 − 4

√
(x+ τ)2 − 4(x2 + 1)

x

in this case, we obtain

J1 =
τ√
3

arccos
τ + 3

√
τ2 − 4

4
√
τ2 − 3

+
1
2

√
τ2 − 4 log

τ2 − 4
τ2 − 3

.

We write the integral J2 in the form

J2 =
∫ β1

2
3 (τ−

√
τ2−3)

dβ

∫ α2(β)

α1(β)

dα

α+ β − τ

=
∫ β1

2
3 (τ−

√
τ2−3)

(
log(α2(β) + β − τ)− log(α1(β) + β − τ)

)
dβ,
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where

α1,2(β) =
2τ − β ∓

√
−3β2 + 4βτ − 4

2
.

An antiderivative of the integrand can be given explicitly:∫ (
log(α2(β) + β − τ)− log(α1(β) + β − τ)

)
dβ = F0(β),

where

F0(β) = (β1 − β) log(β1 − β) + (β2 − β) log(β2 − β) +
τ√
3

arcsin
3β − 2τ
2
√
τ2 − 3

+ 2β log
β +

√
−3β2 + 4βτ − 4

2

− β1 log
(
2β1τ − 4 + β(2τ − 3β1) + β1

√
−3β2 + 4βτ − 4

)
− β2 log

(
2β2τ − 4 + β(2τ − 3β2) + β2

√
−3β2 + 4βτ − 4

)
.

Applying the Newton–Leibniz formula, we obtain the value of the integral J2:

F0(β1) =
√
τ2− 4
2

log(τ2 − 4)− τ log 2− τ√
3

arcsin
τ + 3

√
τ2 − 4

4
√
τ2 − 3

− β2 log(τ2− 3),

F0

(
2
3

(
τ −

√
τ2 − 3

))
= − πτ

2
√

3
− τ log 2− τ

2
log(τ2 − 3),

J2 = J1 =
τ√
3

arccos
τ + 3

√
τ2 − 4

4
√
τ2 − 3

+
1
2

√
τ2 − 4 log

τ2 − 4
τ2 − 3

.

Thus,

p(τ) =
6J1

ζ(2)
=

12
π2

(
τ
√

3 arccos
τ + 3

√
τ2 − 4

4
√
τ2 − 3

+
3
2

√
τ2 − 4 log

τ2 − 4
τ2 − 3

)
.

This proves the lemma.

Proof of the theorem. Substituting the density p(t) evaluated in Lemma 11 into
Corollary 3, we arrive at the statement of the theorem with the remainder term
Oε(R(a;x1, x2; τ)aε), where

R(a;x1, x2; τ) = a−1/6τ5/3x
−1/2
1 x

−1/2
2 (x1 + x2)

+ a−1/4τ3/2x
−3/4
1 x

−3/4
2 (x3/2

1 + x
3/2
2 )

+ a−1/2(x1 + x2)(x
−1/2
1 x

−1/2
2 τ + x−1

1 x−1
2 ) �x1,x2,τ a

−1/6.

This proves the theorem.
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9. Properties of the density

The graph of the function p(t) is shown in Fig. 3. We now prove the main
properties of the density.

Figure 3

Lemma 12. The following relations hold for the function p(t):
1) p(t) is increasing on the closed interval [

√
3, 2] and decreasing on the half-open

interval [2,+∞), limt→2−0 p
′(t) = +∞, and limt→2+0 p

′(t) = −∞;
2) p(t) = 18

π2t3 +O
(

1
t5

)
, t→∞;

3)
∫∞
0
p(t) dt = 1;

4)
∫∞
0
tp(t) dt = 8

π .

Proof. The properties 1) and 2) follow immediately from the formula for p(t) which
was proved in Lemma 11.

To prove the property 3), we note that, by Lemma 9,∫ ∞

0

p(t) dt =
2
ζ(2)

lim
τ→∞

Φ(τ) =
2
ζ(2)

∫ ∞

0

dr

r

∫ ∞

r

∫ ∞

r

[1 6 αβ 6 1 + r2] dα dβ.

Hence,∫ ∞

0

p(t) dt =
2
ζ(2)

∫ 1

0

(
(1 + r2) log

(
1 +

1
r2

)
− log

1
r2
− r2

)
dr

r

+
2
ζ(2)

∫ ∞

1

(
(1 + r2) log

(
1 +

1
r2

)
− 1

)
dr

r

=
2
ζ(2)

((
−1

2
+
ζ(2)
4

+ log 2
)

+
(

1
2

+
ζ(2)
4

− log 2
))

= 1.
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An antiderivative for the function tp(t) can be found explicitly:

F1(t) =
∫
πt

(
t√
3
−

√
4− t2

)
dt =

π

3

(
t3√
3

+ (4− t2)3/2

)
,

F2(t) =
∫
t

(
t
√

3 arccos
t+ 3

√
t2 − 4

4
√
t2 − 3

+
3
2

√
t2 − 4 log

t2 − 4
t2 − 3

)
dt

=
t3√
3

arccos
t+ 3

√
t2 − 4

4
√
t2 − 3

+ 4 arctan
√
t2 − 4 +

(t2 − 4)3/2

2
log

t2 − 4
t2 − 3

.

Here

F1(
√

3) =
4π
3
, F1(2) =

8π
3
√

3
, F2(2) =

8π
3
√

3
, F2(∞) = 2π.

Hence, ∫ ∞

0

tp(t) dt =
2
ζ(2)

(
2π − 4π

3

)
=

8
π
.

This proves the lemma.

Corollary 4. It follows from the properties of the function p(t) that for almost all
triples of numbers (a, b, c) ∈Ma(x1, x2), the Frobenius numbers f(a, b, c) are of the
order of

√
abc. In the simplest case, when x1 = x2 = 1 and a > τ34+ε , we have

1
|Ma(x1, x2)|

∑
(a,b,c)∈Ma(x1,x2)

[f(a, b, c) > τ
√
abc ] =

9
π2τ2

+O

(
1
τ4

)
.

10. Concluding remarks

The case of the function n(a, b, c) which (for (a, b, c) = 1) is equal to the number
of positive integers m that are not representable in the form

m = ax+ by + cz, x, y, z > 0,

is of special interest. This function, together with the Frobenius function, describes
the work of two-contour networks (where g(a, b, c) corresponds to the maximal
diameter of the network and n(a, b, c) to the average diameter; see [20] and [21]).
The modified quantity

N(a, b, c) = n(a, b, c) +
a+ b+ c− 1

2
,

like f(a, b, c), satisfies for d | (a, b) the equation (see [20], Lemma 1)

N(a, b, c) = dN

(
a

d
,
b

d
, c

)
.

Rödseth proved the formula (see [20], Theorem 2)

2N(a, b, c) = bsn−1 + cqn −
snqn−1

a

(
b(sn−1 − sn) + c(qn − qn−1)

)
, (18)
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which holds (like (6)) for (a, b) = (a, c) = (b, c) = 1 and sn/qn 6 c/b 6 sn−1/qn−1.
The approach suggested in the present paper enables us to describe the distribution
of the values N(a, b, c) and other similar functions. It follows from the proof of
Lemma 9 that the probability density

1
ζ(2)max{r, αβ−1

r }

[
max

{
r,
αβ − 1
r

}
6 min{α, β}, αβ > 1

]
describes the joint distribution of the triples (α, β, r), where

α =
u1√
a/ξ

=
qn√
a/ξ

, β =
u2√
aξ

=
sn−1√
aξ
, r =

v2√
aξ

=
sn√
aξ
.

The same density describes the distribution of L-shape diagrams arising in the
study of two-contour networks (see [20]). For r > αβ−1

r this density (after adding
to the symmetric part) becomes the density

p(α, β, r) =
2

ζ(2)r
[
r 6 min{α, β}, 1 6 αβ 6 1 + r2

]
,

which occurs implicitly in the proof of Lemma 10. Using this density, we can
write down the distribution function for the quantities depending on the quadru-
ples (qn, sn−1, qn−1, sn) = (u1, u2, v1, v2) and on an additional parameter ξ which
satisfy the relation

f(u1, u2, v1, v2; ξ) = f(u2, u1, v2, v1; 1/ξ).

For example, for normalized Frobenius numbers we have

f(u1, u2, v1, v2; ξ) =
1√
aξ

(
u2 + ξu1 −min{v2, ξv1}

)
.

By (18),

f(u1, u2, v1, v2; ξ) =
1√
aξ

(
u2 + ξu1 − v1v2(u2 − v2 + ξ(u1 − v1))a−1

)
corresponds to the numbers 2N(a, b, c)/

√
abc, and this leads to the distribution

function

Φ̃(τ) =
2
ζ(2)

∫ ∞

0

∫ ∞

0

∫ ∞

0

[
α+ β − (αβ − 1)

(
α+ β − r − αβ − 1

r

)
6
τ

2

]
× p(α, β, r) dα dβ dr

=
2
ζ(2)

∫ ∞

0

dr

r

∫ ∞

r

∫ ∞

r

[
1 6 αβ 6 1 + r2,

α+ β − αβ − 1
r

+
(α− r)(β − r)(αβ − 1)

r
6
τ

2

]
dα dβ.

We can write down the distribution functions for the ratio N(a, b, c)/f(a, b, c) in
a similar form (thus implicitly answering Arnold’s question on the expectation of
this ratio; see [8], Problem 1999–9) and for the Frobenius pseudo-numbers with
three arguments (see [22]).
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[22] J. C. Rosales and P. A. Garćıa-Sáanchez, “Numerical semigroups with embedding
dimension three”, Arch. Math. (Basel) 83:6 (2004), 488–496.

A. V. Ustinov
Institute for Applied Mathematics,
Khabarovsk Division, Far-Eastern Branch
of the Russian Academy of Sciences
E-mail : ustinov@iam.khv.ru

Received 14/OCT/08
23/JUN/09

Translated by A. I. SHTERN

http://dx.doi.org/10.1016/0012-365X(94)00239-F
http://dx.doi.org/10.1016/0012-365X(94)00239-F
http://dx.doi.org/10.1145/321832.321838
http://dx.doi.org/10.1145/321832.321838
http://dx.doi.org/10.1145/321832.321838
http://dx.doi.org/10.1007/s00013-004-1149-1
http://dx.doi.org/10.1007/s00013-004-1149-1
mailto:ustinov@iam.khv.ru

	1 Introduction
	2 The Rödseth function
	3 An application of estimates for Kloosterman sums
	4 Reduction to an integral involving the Rödseth function
	5 Auxiliary transformations
	6 An integral representation for the distribution function
	7 An integral representation for the density
	8 Evaluation of the density
	9 Properties of the density
	10 Concluding remarks
	Bibliography

